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ABSTRACT

One-sided prediction intervals for a normal population are extended

to a third sampling stage. Procedures and tables are given for two

situations. In the firsb situation, methods for obtaining such intervals

are presented, and tables for calculating such prediction intervals are

provided. In the second situation, a two-stage prediction interval has

been applied, and a third stage is now required. Sample sizes are given

for the third stage.

The research presented herein was supported by the Office of Naval Research
Contract No. N00014-76-C-0613.
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1. INTRODUCTION

A random sample of n observations from a normal population is

available. We wish to use its sample mean and sample standard deviation

to compute a prediction interval for future samples. A survey article

by Hahn and Nelson (1973) discusses prediction intervals for various

populations. Mann, Schafer and Singpurwalla (1974) give an interval

which contains with probability y all m observations of a future sample

from the same population. Fertig and Mann (1977) construct prediction

intervals to contain at least m-k+l out of m future observations from

a normal distribution with probability 1-8. They ccnsider life-test

data and the variate of interest is the failure time of an item. Their

lower prediction limit constitutes a "warranty period."

In this paper, we will extend these results to a third stage.

The second stage production (the future production of Fertig and Mann

(1977)) met the warranty criterion and we are now required to go into

a tertiary stage where at least X-t+1 out of Z additional items are

needed to meet the same warranty criterion given that at least m-k+l

out of m items met the criterion at the second stage. That is, we

know that at least m-k+l out of m items produced at the second stage

were larger than X-rS (where R and S were based on a sample of size n

at the first stage) and we are required to have L-t+l out of X items

in the third stage larger than X-rS.

I i
,



2

We will solve this three-stage prediction problem for two situations.

First, in Section 3 we consider the case where we know in advance that

we are going to have three stages and in this case we solve for the value

of r in the criterion such that

P{Z >X-rSlYk ) > X-rS} - 1-8

where Z and Y are order statistics as defined in Section 2 below.
(t) a (k)

Secondly, we assume that the criterion of Fertig and Mann (1977) was met

by the second stage sample, i.e. Y > X-rS. Then it is necessary for
(k)

additional production to meet the criterion that k-t+l out of Z items on

a third stage are larger than X-rS. Here we solve for the largest possible

sample size, k, given the values of 8, n, m, k and t, and that the value

of r from Fertig and Mann (1977) was used at t~e second stage and will

be used again at the third stage.

2. FORMULA DEVELOPMENT FOR THE THREE-STAGE PROBABILITY

Let XI,...,Xn be a random sample from the N(p,a 2) distribution. At the

first stage of our three-stage procedure the sample mean X and the

sample standard deviation S are computed from this sample. Let

Y"... Ym and Z1,..., Z be independent random samples for the second and

third stages, respectively, from the same N(i,a2 ) distribution. All

n4+ut observations are independent of one another. In both of the

situations under consideration we have to investigate the conditional

probability P{Z(t)>X-rslY(k) > X-rS}, where Z(t) is the tth smallest
(t)h

observation from the third stage sample of size I ; Y(k) is the kth
n

smallest observation from the second stage sample of size a; and X -i X I/nn 2

and - i=l2(Xi-I) /(n-) are the sample mean and sample variance of

the first stage of size n.



3

The probability that at least m-k+l out of m observations in the

second sample are greater than X-rS is given by

Pr(Y~k) > X-rS) = f Pr(y > X-rS)f (y)dy
()-00 (k)

= FrSCY)fy (y)dy (2.1)

-~ (k)

where f (k) is the pdf of Y(k) and F-_rS(.) is the cdf of X-rS.

The computational form for this two-stage probability P(Y(k) > X-rS)

was given in Fertig and Mann (1977). The joint probability that at

least (m-k+l) out of m observations in the second sample are greater

than X-rS and at least (L-t+l) out of I observations in the third

sample are greater than X-rS is given by

Pr(I(t) >X-rS, Y(k) > X-rS)

- (t ) > (k) > xPf{-rS(X)dx

Pr(Zt ) > x} Pr{Y > x}F- (x)dx
)(k) X-S

- ([ or (G )Ji~ i[l-G(L.-)]mti- F1rs (x)dx
j-o to

(2.2)

ft C(s) to thu cumulative distribution for N(0,1). Equation (2.2)

folim. frm the equatiom

( J.O J (
am '

h-i

004 a



Carrying out the integration in equation (2.2) by parts, we obtain

Pr{Z(t ) > X-rS Y(k) > X-rS)

- (n*z) / !1-G -)]*-G'--)F rS(x)dx

+ ti k.l) C' 1~!~ (G!~ ii[~()m~~F (x)dx
\.0 / j 1  -40 CY Fa

* i+J0O

(i+j) r (x) xRrS(x)dx

ti(1) k-i-() . (mi+-) / Vi+J+J,m+t(x)Fr(x)dx

-I f (x)F r(x)dx (2.'3)f4vi+j ,m+t-i R-r I

th
where Va,b is the a smallist observation in a random sample of b

observations from the N(u,a 2) distribution and fv (0) is the pdf of
a,b

Va,b* Using equation (2.1), we obtain

Pr{Z > X-rS 'Y(k) > R-rS)

{ {Pr (Vi+j+, ,.+ £t > X-rS) -Pr (Vi+j ,m -i> Xr)}

t-1 IAZ- k-i

That is, the three-stage joint probability here can be expressed in terms

of the two-stage probability.

3. DETERMINATION OF THE FIRST STAGE FACTOR r
WHEN THREE STAGES ARE TO BE USED

In this section we assume that we know we have three stages before

the first stage is completed. The lower prediction limit X-zS can be

___________
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obtained by determination of r such that

Pr{Z(t) > X-rSIY(k) > X-rS} - 1-8.

The intervals are constructed such that they will contain with

probability (1-0) at least (1-t+l) out of X observations from a third

stage sample given that they contained at least (m-k+l) out of m

observations from a second stage sample.

For n-2(2) 10(5) 30(10)50, - and m-L-20(10)80, and the following

values of k, t and 8 we found the value of r as given

in Tables 1 through 9:

Table k t _

1 1 2 .10

2 1 2 .05

3 1 3 .05

4 1' 3 .10

5 1 4 .10

6 2 2 .10

7 1 4 .05

8 2 3 .10

9 2 3 .05

4. SAMPLE SIZE REQUIRED FOR THE THIRD STAGE GIVEN
THAT THE SECOND STAGE SAMPLE SATISFIES FERTIG

AND MANN'S CRITERION

We assume that the user has conducted the two stage process as

given by Fertig and Mann (1977) and that the second stage sample has

net the criterion that at least .-k+l out of a observations are greater

I'L
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than X-rS where r is obtained from Fertig and Mann(1977). Now we wish to find

the maximum third stage sample size, 9., allowed so that with probability

l-3 at least (k-t+l) ouc of X observations are also greater than X-rS.

That is, Pr{Z(t) > X-rSIY(k ) > X-rS} I-.

Since it seems logical that the same risk be applied to the third

stage as was used on the second stage, we also assume that

Pr{Y(k) > X-rS} - 1-$. Then we wish to find the maximum possible

sample size Z such that Pr{Z(t ) > X-rS , Y(k) > X-rS} > (U-5)2

For n-l0(5) 30(10) 50, - and m-20(10)80, and the following

values of k, t and a we found the values of the third stage sample

size Z as given in Table 10 through 12:

Table k t 8

.10 2 2 .10

11 2 3 .10

12 2 2 .05

5. EXAMP.

The breakdown voltage is available based on a random sample of 10

capacitors from a population of capacitors. The sample mean, X, and

sample standard deviation, S, of the breakdown voltages in kilovolts

(KV) for these 10 capacitors are 9.53 and 1.00, respectively. A normal

distribution for the breakdown voltage is assumed. We wish to use

these 10 observations to obtain a 95 percent prediction interval

for the 2nd smallest brekkdown voltage of a future sample of 40

capacitors from the same population. For n-10, m-40, k-2 and 8-.05,

Fertig and Mann (1977) found that r-3.28. Hence a 95 percent lower
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prediction limit for the 2nd smallest breakdown voltage of the 40 capa-

citors is given by X-rS=9.53-(3.28)(1.00)w6.25 KV.

For the problem discussed in Section 3 of this paper where we

assume that we are going to have a third stage sample, we are given that

the third stage sample size Z is 40, n-10, m-40, k-2, t-3 and 0=.05.

From Table 9, we get r-2.3949. Hence our breakdown voltage of the

capacitors is at least 9.53-(2.3949)(l.00)-7.14KV. Now we can be

95 percent sure that at least 38 of these 40 capacitors at the third

stage will have breakdown voltages which exceed 7.14 KV given that

at least 39 out of 40 capacitors at the second stage had breakdown

voltages which exceeded 7.14 KV.

Next consider the problem discussed in Section 4 of this paper where

we find that additional capacitors are needed given that with probability

.95 at least 39 of these 40 capacitors at the second stage hadbreakdown

voltages which exceeded 6.25 KV. We use the Tables 10 through 12 to

answer the following question: What is the largest third stage

sample size t we can take and still be 95 percent sure that at least

£-1 capacitors in the third sample will be greater than 6.25 KV?

Hence, m-40, n-10, k-2-t, B-.05 and L is to be determined. From

Table 12, we find L-64 to be the largest third sample size which

gives a 95 percent confidence that at least 63 out of 64 of the third

stage sample will have breakdown voltages which exceed 6.25 KV. Of

course, any sample size smaller than 64, say I, will have at least

1-1 voltages which exceed 6.25 [V with probability at least 0.95.

-- --__ __ __ __ __ __ __ __ __ __ __-- -'.
.. i



6. REFERENCES

Fertig, K. W. and Mann, N. R. (1977). "One-Sided Prediction Intervals
for at Least p Out of m Future Observations from a Normal
Population," Technometrics, 19, 167-177.

Hahn, G. J. and Nelson, W. (1973). "A Survey of Prediction Intervals
and Their Applications," Journal of Quality Technology, Vol. 5
No. 4, 178-188.

Mann, N. R., Schafer, R. E. and Singpurwalla, J. D. (1974). Methods
for Statistical Analysis of Reliability and Life Data, John
Wiley and Sons, Inc., New York.

-. .t- ,~



- -.- --- ---

Factors for obtaining 1O0(1-B)% one-sided prediction intervals for

containing at least Z-t+l out of Z observations at a third stage

given a first stage sample of size n and a second stage sample of

size m(=k) for which at least m-k+l of m observations were in the

prediction interval.

TABLE 1

k=1 t =2 B =.10

2. 1-:12: 4 0 5 "1 6 70j:

n
1. 4300 1.4985 1. 5040 1.50,55 1. 50'F4 1.5047 1. -_->"

4 1. ' '1 7 2 1. 742E.5 1 7

, 1. 8744 1.9'971 2. 1:72 *L' 1246 2. 1 -42
-n1. 4 =. . _ :. 11-4 a. 2141 . -2:.2-7 21. C., F. -5 "

act: 1 .9244 8o- Z 234 1 2 -4 -3 4C1 -- Z47-5 .?5.3' 2. 124, 2."14'1 4 a. -a. ..

15 1.9573 14 2.24 : 2. E 4 2_ :-. 44

40:' 1 .956,;::.? :. 1290 2.24--_.7 - 57 2. 415 ,

- j 94 ol - • o.

-1 0 1 . _ ,5::8 E,. 1 E75_ 2' . E 4a' 2.'. -i E. :'. -Z

00n 1 . 9231 CV ;: ; 1294 2. . E4: 15 2 :.- .:' : _2 :. 5i7 . "

TABLE 2

k-i t-2 S-.05

k 2 01 3 0 4 0 50 ,70,-0

n
2.2. 4762 '.. 4751 .4652 E. 454E 2.445 . 4 2 .'-. .4_
4 2.4426, 2.5622 2. t' 326 2. 661 2.7167 2. 744-, 2:. 7 .. 1-

2. 39 1 2. 5479 .2. 641 2 .. 7075 2. .5:, 0 E 7' * - :-
. E. 8 04'? 2.6,_4-:

: 2..03604 2.6870 I .,-.986 .2 8.05
1(I 2.3306 2.49901 2.61"179 226.76 E. 74836 2 4"
15 2.2e:2 2.4533 2.3.677 2.6519 2.7180 2.7721 2.8178
20 2.2483 2.4224 2.5384 2.6243 2.06921 2.7478 2.7949
25 2.2264 2.4004 2.5168 2.6034 2.6718 2.7282 2. 7760
30 2.2105 2.3S40 2.5004 2.5871 2.6559 2.7126 2.7607
40 2.1885 2.3611 2.4770 2.5636 2.6325 2.6893 2.7377
150 2.1745 2.3459 2.4612 2.5475 2.6162 2.6730 2.7213

2.0955 2.2541 2.3674 2.4495 2.5148 2.5689 2.6151



TABLE 3

k=i t=3 B=.05

.Z ,20 A: 4 0 : 6':, c 4 1
n

1.1 484 1. :41 1.4124 1.421 4 E. 42 1 .42?? 4 :e
4t 1.6214 1.7 31-82 1.3046 1.744 6 1.:;05 1.95 1 P:

S1..69 1.8525 1 . a... . 00 1 2. 0 45 1 .4. 1.: , -

- 1.7425 1. 5 2 . .,026 32 O.Q722 2-,. -. 1 .. 2 '"
' 1.75,95 1 . 2 .0 , 1 2. .111-. 2. 16 5 = .-. 2.254 .

15 .7739 1.9556, 2.1 2. 15,6 C5 .2 c 4  .,._

21" 1.7762 1.626 E. C 2.1709 3. '92 '4 2.41
35 1.755 14641 2. a69 . "3

I . , 1.78 1.9592 2. 067? 2. 1731 72:27. 3::05 22. -,
40C 1.7711 1. 1 2 9601 5. 2.18 2.2514 2.31''
50 1. 76,8E_35 1 .'588 2.08 4 2..177 2 2 .25 2.3 2.1

1 E 1.913 m 34 . 13 2 . 2 03 .64 .

TABLE 4

k=l t 3 .10

2. 3 1 )' 4 0 5 C0 i
n

.955 .8447 .87 "l0 . 8880 4.9
4 1.1670 1 .26.35 1 .3 1 7 .1-1 1. 3526 1.7 1.32 , 7 1.41
6 1 . 318 t.4 1.4421 1.5146 1. 5,16 1. 600 1 1 62 4 1.6513
8 1 .3979 1. 5-388 1 .6236 1. 6823 1.7261 1 .7607 1.7 8 190

10 1.4456 1.5982 1.6917 1. 569 1.8164 1 .456 1.8778
15 1.5069 1.6767 1.7832 1.8591 1.9171 1.96 37 ,2.0 (023
20 1.5353 1.7138 1.8275 1.9092 1.9722 2. 0231 2.0 (654
25 1.5510 1.7347 1.8526 1.9379 2.0041 2.0577 2.1025
30 1.5609 1.7477 1.8684 1.9561 2.0244 2.0798 2. 12.:-3
40 1.5726 1.7628 1.8867 1.9773 2.0481 2.1058 2.1544
50 1.5730 1.7715 1.8968 1.9889 2.0611 2.1202 2.1699
-1.5863 1.7828 1.9131 2.0095 2.0857 2. 1483 2.2014

............................. -......... ...... I i1ll '



TABLE 5

k=l t=4 6=.1O

S 2:' 30 4(r 5 0F n i - ,

:' :7 4 4  456 0 494, 5165 .312 ., .5

4 .'n11 .905: .61 . . 7. 1. 132Y 1 !. 4 . -7,
f.9 Sl I.1'7 1. 17'47 . 22, . ._ 1 . .

-I . ';C1"17 1 .2'41 I 1.3078 1 . 9 1. . 4 .4 --
I ' 1. 1435 .2 92 1 . -91 IS, 1. 4553 1 . 5 " 1':
15 1.228.7 1. 4042 1.5114 1 .5 4 1 M4. 0 1 .E.-: 7 . -24;-
20 1. 2 ' A 1. 4572 1. 57 1 ,., . ... 1

1 .2 I4 1. C5 ,91 1.61 1 . 1. E.7 1,3i) 1• 3A07 I .s$I't7;.1 ra= = 1.6 3 .,..- :'I;= 1 , '- ,.: :!. -_:4--: '" .I.,:'=._

1. 41 1. 53: 1 .,61 . 1. 71 1 1
5C 1..? 32-_ 1.5428 1 6. E477 1 . 1 -1 - 1 1

0.31 3394 1.5i95 1. 7025 1..8 074 1 . S'= Z

TABLE 6

k-2 t-2 $=.1 0

. 20 :1 4 0 50 6') 7
2' 2.5687 2. 5560. .5-.8 '  2.520" 2.51 ".452 2_.4aa..

2. 52 2 .- E 4 4

4 2.3:773 2.5088 2. 5e65 2. 2.67S5 a. 71:' 1 2. 7_':;4
,. 2.2926 2.4560 2.5578 2.6298 2. 6847 2.7286 . 7648
8 2.2364 2.4123 2. 5244 2.6051 2.6672 2.7174 2.7591

10 2.1960 2.3778 2.4952 2.5804 2.6465 2.7002 2.7451
15 2.1313 2.3181 2.4406 2.5.-.307 2.6013 2.6590 2.7076
20 2.0929 2.2903 2.4041 2.4957 2.5679 2.6271 2.6771
25 2.0698 2.2543 2.3783 2.4703 2.5430 2.6029 2.6535
30 2.0493 2.2354 2.3591 2.4511 2.5240 2.5840 2.6349
40 2.0266 2.2097 2.3325 2.4241 2.4968 2.5569 2.607Q
50 2.0115 2.1930 2.3150 2.4061 2.4785 2.5383 2.5892
a 1.9282 2.0999 2.2152 2.3013 2.3698 2.4265 2.4747

L . . .. ... ....... _________________________ _ ___.... ., _______



TABLE 7

k-1 t=4 a-.05

4 II .. 7 1 '0 . 4'i4 1.1592: 1.c2.66 1.3"415 1.3:-8,377 1.4*13':?- 1.436: ,7 1. 4

6 1 .2953 1 1 4397 1. 52 36 1. 5802 1i.21. 1. 6541 i. E, E
1.61 1.5252 1 .6 l13 1 .6. 5 1 .7.3 1.7755 1.-

1 0 1.4') ": 1.576 2 1. 6802: 1,7_ 36 1.8''.n -_- 1. ;::51 7 ".;: ;7-to I ' . 4 "0,1 1 .- 4V 57i I . S- 1.- f.ie4 I • "R 0

15 1.451 1 6403 1.-7575 1 .. 4.. 1.. 1 ;4
20 1.4711 . _-6,1:1 1 . iE: . 94:_'9 0: 37 _
245 1. 4:; m'7 1 .6 24 1. ;:1A4 1. ,5 . -::1. _::E
-0 1.4858 1. 6qI:- 1. 8211) 1. 9154 1. "985 a. 04t8Z -
40 .4. 1 . 2 .6 1. 8317 1 . t- ',s 2. 0044 2.:0 ? 1174
50 1.4929 1. 7016 1 .8366 1 . 9350 a. 011? 2. 0746 .

1.465:-8 1.6761 1.8134 1.9144 1.99.37 2. 05S? 114:

TABLE 8

k-2 t-3 B- .i0

I : :'0 40 50 60 70:

2 1. 4278 1.4746 1.4918 1.4993 1.5028 1.504? 1.5:'49
4 1.6044 1.73'354 1. 8097 1.8590 1.:948 1. 92.12-? i.::4442

6 1.6505 1.8118 1.90;87 1.9755 2.0254 2.0647 2.0*7
S 1.6646 1.8411 1.9498 2.0262 2. 0841 2. 1302 2.161.=I

10 1.6683 1.8534 1.969 2. 0516 2. 1145 2. 1649 t. ut.
15 1.6649 1.8601 1.965) 2.0751 2.1447 2.2010 2.2460
20 1.6582 1.8573 1.9860 2.0797 2.1525 2.2117 2.2613
25 1.6521 1.8529 1.9835 2.0790 2.1535 2.2143 2.2653
30 1.6469 1.8485 1.9801 2.0766 2.1522 2.2139 2.2659
40 1.6336 1.8412 1.9735 2.0710 2.1476 2.2103 2. 2b3
50 1.6340 1.8355 1.9681 2.0660 2.1430 2.2062 2.2595
a 1.5856 1.7828 1.9131 2.0095 2.0857 2.1483 2.2014

4-i



TABLE 9

k 2 t-3 a .05

, : 0.30 4 Il.,0, - .,-

n

4..:'..2'. 0 2"" . 657 . _,4-. 6, 2.. ?:.-;1" : .. .-. :.- , :.:=. - -. .
4 a.E al I 4E.4!4$ i.54 6
E. a.1 7 04 ' 4:_; :"4 : ,. 4 , .

1 0' : "46,"  2-:. 25'97 2. a:a , :. 4 -: 3 2. 5-17 : ." ., ',: _.¢ :,
15 1. 75 2.18E 7 . 11 a. .'-5 1 E J. f :

1 2 62. 4 95

0.8,2 1 5 . a 4 " 1 a-. a I S
5=0 1 S--.3, ' . . : i a. I p-,:, E. , a. AP , . 4



TABLE 10

Maximum Sample Sizes Allowed for Third Stage when k -2, t - 2 and 8 - .10

m "4 0
n

h.: 4:. 415 2 -4

40 3" 45 Efl ', -IC,
50 21 32 44 56, -:::'

TABLE 11

Maximum Sample Sizes Allowed for Third Stage when k -2, t -3 and - .10

,, 2 0 4.: n0 5 0 60 70 Cf (

n
I 51? 8. 2 121 160 2 ' r -: 2:

-4. ,4 104 135 166
20 45 70 .74., 124 152 1 1-::1 all

-4,3 ? 118 1'11-" ..:.:'144 .
4 :.e. 114 139 16.5 l

4 1) 42 64 8-7 110 13 4 15 ' 1 E
5042 63 ,S.. , 108. 1:1 154 . 7 7

41 62 32 103 124 145 1 E.

TABLE 12

Maximum Sample Sizes Allowed for Third Stage whenk-2, t-2 and 8- .05

20 .30 40 50 60 70 .._,:
* n

10 27 45 64 84 105 1 28 151
15 24 38 53 69 86 103 120
20 22 35 49 63 77 92 107
25 22 34 46 59 73 86 100
30 21 33 45 57 70 83 316
40 21 32 43 55 67 79 91
50 21 31 42 54 65 77 88

20 29 39 49 60 70 79
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One-sided prediction intervals for a normal population are extended to a
third sampling stage. Procedures and tables are given for two situations. In
the first situation, methods for obtaining such intervals are presented,
and tables for calculating such prediction intervals are provided. in the
second situation, a two-stage prediction interval has been applied, and a
third stag* is now required. Sample sizes are given for the third stage.
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